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Abstract. Machine learning and data analysis together represent a powerful force in producing analysis and forecasting models which
in turn support the growth of different fields. In terms of safety and people, road traffic accidents have a negative impact on individuals,
governments, and companies. Therefore, predicting traffic accidents on the road has become very important in the decision-making
process that will lead to the safety of others. It is also important to find the causes of these accidents. This study aims to predict road
traffic accidents and their causative factors based on a data set from Kaggle [1] and to create a road vehicle accident prediction model
using machine learning and decision tree algorithms. The results showed that one of the most important factors causing accidents on
the road is the lack of distance between vehicles, and that weather and age play an important role. The model achieved an accuracy of
84.22% and a standard deviation of +/-1.08 % . The tools used in data analysis and machine learning and prediction were Python and
RapidMiner an integrated software platform for data science that provides an integrated environment for machine learning, deep

learning, and predictive analysis.

Keywords—data analysis, algorithm, vehicle accidents, machine learning, prediction.

. INTRODUCTION

The world of cars is witnessing great

developments, and although modern cars are
equipped with modern technology and multiple
safety features, the number of car accidents is
increasing dramatically throughout the world. In a
2018 report, the World Health Organization
reported that the number of traffic accident deaths
was 1.35 million, of which a large proportion is
disproportionately shared among pedestrians,
motorcyclists, and cyclists [2].

To preserve human life, it is important to
understand the factors causing traffic accidents so
that the world will be able to avoid them in future.
Among these factors are the following: weather,
roads, age, alcohol, and driver behavior.
Researchers have investigated the factors causing
these accidents, such as: driver behavior, road
design, and weather fluctuations [3]. Although
these factors are considered major factors, this
study did not delve deeply into some other factors,
so some other reasons and factors are still not clear.
Therefore, this paper aimed to create a model to
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predict vehicle accidents on the road and to analyze
the factors causing these accidents. The data set was
obtained from Kaggle [1], in an attempt to collect
the largest possible number of factors which can
cause accidents such as weather fluctuations, road
conditions, driver age, time of day, etc.

In this paper, various techniques were used,
starting with using the Python language to clean the
data, through to using Rapid Miner for data analysis
and using machine learning and the decision tree
algorithm for making predictions. The aim was to
discover effective predictions and detect the most
important factors causing vehicle accidents.

Il. RELATED WORKS

Data analytics is the science of analyzing raw
data to make conclusions about that information [4].
Data analytics requires the automation of a set of
techniques, processes, and some algorithms on raw
data to produce information for human use.

Machine learning can be broadly defined as
computational methods using experience to
improve performance or to make accurate
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predictions [5]. Experience comes in the form of
electronic data representing already existing
information that can be collected, cleaned, and
analyzed.

Data analytics is used to avoid some problems
and discover solutions or improvements to others.
When reliable and clean data are used, along with
the various machine learning algorithms, it is
possible to obtain reliable information to make
predictions. Data analytics and machine learning
are used in many fields, but they are used effectively
in predicting the severity of road accidents and
determining the factors that cause them [6].
Specifically in Bangladesh, a study worked on
examining the most important factors causing
accidents and the extent of the severity of these

accidents. An analysis was conducted using several
tools, including Decision Tree, K-Nearest
Neighbors (KNN), Naive Bayes, and AdaBoost, to
classify accidents and their severity into fatal,
moderate, or minor injuries, and the best tool used
in this study was AdaBoost, which gave the highest
performance.

What we are witnessing in our time of
population density, with the requirements of
sprawling urban life, is that everyone is using the
car to move around and accomplish tasks, so car
accidents on the road have increased significantly.
There are many factors that cause these accidents.
Various studies have been conducted in a variety of
ways to search for the most important of factors and
their main causes.

Table I. Some studies that used different methods to study and analyze the factors causing road traffic

accidents.
Objectives Method Results Limitations Study
Establishes Machine RF algorithm | The study focused on
models to selecta | learning has shown only a certain group of | Comparison
set of influential algorithms, | better factors that cause traffic | of Machine
factors and to AdaBoost, | performance accidents. We may need | Learning
build up a model | Logistic with 75.5% more than one group to | Algorithms
for classifying the | Regression | accuracy than | study some other for Predicting
severity of (LR), Naive | LR with factors that may be Traffic
injuries. Bayes (NB), | 74.5%, NB more important than Accident
and with 73.1%, some of those factors Severity [7].
Random and AdaBoost | selected. In other
Forests with 74.5% words, we need several
(RF) Accuracy. models.
To develop a FP tree Best model The method used in this
method for novel | (Bayesian) | found wasan | study to predict road A novel
Frequent Pattern | and the FP tree-based | traffic accidents variable
tree (FP tree) random Bayesian depends on the patterns | selection
based variable forest network model | of previous accidents, method based
selection. The method. that can predict | and the patterns of on frequent
method works by 61.11% of accidents cannot be pattern tree
identifying all the accidents counted, or there could | for real-time
frequent patterns while having a | be repeats in some traffic
in the traffic false alarm rate | patterns, so the model accident risk
accident dataset. % of 38.16. needed to be prediction
continuously updated. [8].
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Table 1. Some studies that used different methods to study and analyze the factors causing road traffic

accidents.
Obijectives Method Results Limitations Study
To study the | Cross- Therewasa | A cross-sectional study
pattern of sectional marked male | was used, and as we An
road traffic study preponderanc | know that this method is | epidemiologica
accidents, and | (\Various e (88.77%), used to collect data fora | I study of road
antecedent parameters | Most of the specific period and in a traffic accident
factors like age and | accidents had | specific place, and cases at a
influencing sex taken place in | therefore the data and tertiary care
the road distribution, | the evening numbers vary from hospital in
traffic time of hours (6 pm - | month to month, from rural Haryana
accidents. occurrence, | 12 midnight). | year to year, and from [9].
alcohol place to place. This study
consumptio has been included to
n, etc.) cover technical and non-
technical studies and
their use.
This study Convolutio | The The study focused on A model of
aimstousea | nneural prediction of | different specific sets of | traffic accident
consensual network. (TAP-CNN) | accident cases to train the | prediction
neural model neural network, but as based on
network to accuracy also reported in this convolutional
predict with comes to paper, it did not neural network
great 78.5%, which | explicitly address the [10]
accuracy the is7.7% causative factors of
occurrence of higher than accidents, including the
traffic the model road environment on
accidents. (TAP-BP). which cars are traveling
and so on. This method
may succeed in
predicting traffic
accidents, but it will not
tell us the causative
factors to avoid them in
the future
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Table 111. Some studies that used different methods to study and analyze the factors causing road traffic

accidents.

Objectives Method Results Limitations Study
The aim of this | Qualitative The most This study Human
study was the analysis and common focused on one factors
analysis of Quantitative contributing factor, which is contributing
human behavior | analysis factor (or human behavior, | to the
or the conditions | (Pearson s chi- | accident cause) | and it was occurrence of
which can lead squared test). was inattention | supported by age | road traffic
to an accident or (regardless of | and gender. It accidents
influenced the the age or was based on [11].
cause of an gender). qualitative and
accident. The Pearson quantitative

chi-squared analysis.

test indicated | Therefore, we
statistically need to analyze
significant some other
differences factors using
between the better technical
men and methods.
women and

between age

groups (young

drivers under

25, middle age,

to 65).

and seniors up

A study references a major and very important
factor, which is the age group, specifically the
adolescent stage. This study stated that people
between 18-24 years represent 23% of the number
of deaths caused by traffic accidents [12]. Research
needs to address the other age groups, especially the
elderly and people with disabilities, so we need to
detect, analyze, and study these other factors.

The main objective [13] is to analyze traffic
accidents with the aim of developing models for
accurate prediction of collision frequency in
Anambra, Nigeria, using auto regressive integrated
moving average (ARIMA) and auto regressive
integrated moving average with explanatory
variables (ARIMAX). The results showed that the
ARIMAX model outperformed the ARIMA model.
This study’s findings reveal that incorporating
human, vehicle, and environmental related factors
in a time series analysis of the crash dataset
produces a more robust predictive model than using
the aggregated crash count.

Some of the classification models used in
Mohanta’s study [14], specifically Logistic
Regression, Artificial Neural Network, Decision
Tree, K-Nearest Neighbors, and Random Forest
have been implemented to predict the severity of
accidents. These models have been verified, and
the first results prove that these classification
models have attained considerable accuracy.

I1l. METHOD

In this study, a variety of techniques for analysis
and prediction were used, starting with the Python
language to clean the data because it is easy to use,
accurate and highly flexible. Then Rapid Miner was
used to analyze the data and create a prediction
model using the decision tree. Rapid Miner was
chosen because of its ease of use and fast creation
of models and analysis. In this section we will see
some more details.
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created
Data Data prediction

Data clezning analysis model dedision Results
collection using using Rapid tree algori[hm)

Python miner using Rapid
miner

Fig 1. Workflow

A. Data source

The data for car accidents in Addis Ababa for the
years 2017-2020 was collected by Shahane [15],
obtained from Kaggle [1]. The data consisted of 32
columns and 12,316 rows. The dataset contains
many factors that cause traffic accidents on the
road, such as the age of the driver, the type of road,
the weather condition, the driver’s experience, the
driver’s gender, etc.

e Data description

The descriptive table shows us the count,
uniqueness, top entry, and frequency for each
column. For example, the time column contains
12,316 rows, the number of unique entries is 1074,
the top entry is 15:30 with a frequency of 120,
which means that 15:30 is repeated 120 times in this
column. The other columns work in the same way.
Another example is the driver gender column
containing 12,316 rows, the number of unique
entries is 3 (males, females and unknown), the top
entry is male with a frequency of 11,437.

Tine Day o week Age_band of driver Sex of e Edocational el Vebick driver reltion Drvig_expeience Tyse of_yehice Ownarof_veice S year o vehice

— Ve mavement Casualy_ciass Sen_of casualty Agw_band o casvalty Cassalty severty Work o casualty Finess_of tasuaity Pecdestrin_movemest Cause_of_sesident Rccident_sevwity

Fig 2. Descriptive table

B. Data cleaning

Data cleaning is a necessary part of the data
analysis procedure. As we saw in the data
description section, there are many missing data
values in several columns and the total number of
missing data values in the complete data set is
20,057, and there are also completely missing rows
and useless columns. This empty data needs to be
removed so that the missing data can become
complete and reliable data. In this section, we will
discuss in detail the data cleaning process.

Python is an interpreted, object-oriented, high-
level programming language with dynamic
semantics, a  multi-functional,  maximally

interpreted programming language with several
advantages that are often used to streamline massive
and complex data sets.

Jupyter notebooks provide an easy-to-use
private data science environment that can be used in
presentations or educational settings. Jupyter is
often used with Python because of its flexibility and
efficiency. Python and the Jupyter tool were used to
understand and clean the data.

This code allows us to call the Panda library,
which is one of the Python libraries that deals with
data, and then read the data file via the file path.

_ Jupyter KAU_Project A Last Checkpoist 3+ = nsaved changes) A o
7 |Pythen 3 fpyame) O

B2+ x20 4% PR BCH o

Time Doy of week Age band of drver Sex of river Educationsl Jevel Vehice drver relaton Drvieg experence Type of vebcle Owner of vebcke

o o 10 Male Adove Ngh scheck Engioye 1 Adomosie Owner

i

1 1Rn 3150 Mo uricrhgh schock Engioyee ronty  PRKOS Ownse

2 TR0 Moncay %% Make  Junior hgh school Empioyee 12y Lony 171000 Owner
3 16m Sy 183 Mais Ariorgh ook Engioyee sior  POEOS  Gommmens
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120 150 Sndey 152
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12315 1350

Fig 3. Data read
e Missing data
The missing data may be incomprehensible text
or numeric data, and it may be corrupt data or empty
fields that distort the data set.

This code shows us each column in the data with
the number of missing values for each column.

Jupyter KAU_Project A Last Crecipsint 5% \- < funsmed changes) @
# |Python 3 jeykemet O

5+ X0 4% PR BCH e v e

Fig 4. Number of missing data per column
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= Jupyter KAU_Project_A Last Chockpoint: ik 11 % (unsaved changes) A

Fig 5. Missing values in all rows and columns.

Seven unwanted columns were removed until we
were left with 25 out of 32 columns. The unwanted
columns do not add any value to the analysis
process and do not help in the search for the causes
of accidents. For example, the Fitness_of casuality
column. This column talks about the fitness of
casualty, but this does not help the process of
analysis and detection of the causes of accidents.
Another example, Type_of vehicle, is a column
that talks about the type of vehicle this also does not
the help analysis process, etc.
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Fig 6. Deleted columns

This code deletes any row that contains at least
one missing field.
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Fig 7. Remove missing values

In [41]: cleaned data3.shape

oot (4] (4658, 25)

™n [3]+ Inrint[data dtimacl
Fig 8. Final form of the data set

After the data cleaning process, we see in the
descriptive table that the number of columns has
shrunk to 25 out of 32 columns, and we see that the
number of rows has become 4,658 rows instead of
12,316 rows. Also, the number of rows in the data
after cleaning is equal in all columns, which is the
opposite of what we had before cleaning. There was
a discrepancy in the number of rows per column.

Time  Day_o_week Age_band sl diver S of_diver Edcationa el Vehice_drver vaton Drving_expeience Owaerol_yehicle Area_aciden_socured Lans s Mesfass

cont 4558 45 45 155 455 4538 455 L5 453 58

unegue 4 4
o i i High schan g e
g 08 % £ 960 e 06 i m

410w x 3 colmng
In [8): Cleaned data.describe (include=['object']

i . Road surface condtions Light conditions Weather conditions Type of collision Vehicie movement Casualty class Sex of casualty Age band of casualty
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Fig 9. Descriptive table after cleaning
C. Data analysis
The data collector collected data from manual

records of road accidents for the years 2017-20, and
all sensitive information was excluded. The data
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collector also expressed the belief that these are the
most important causes of traffic accidents based on
what he found in the manual records.

This chart contains the causes of accidents, and
the biggest factor causing accidents is “No
distancing,” as the number of accidents due to this
factor reached 861, which is followed by “Changing
the lane to the right” with 677 accidents. The least
relevant factor causing accidents was “Improper
parking” with 8 accidents, then “Drunk driving”
with 10 accidents.

Fig 10. The causes of accidents
Here is the driver's gender column. This column

shows us the gender of the drivers who caused
accidents with any cause. The number of males who
were one of the parties to an accident was 4,622, but
there were only 36 females.

Fig 11. Driver's gender

This chart shows us the most vulnerable group to
accidents, and they are the youth group in this case.
The ages of the drivers who caused the accident
were divided into four groups. 1,908 accidents
involved drivers aged between 18-30 vyears,
followed by drivers aged 31-50 years, where the
number of accidents reached 1,731, then drivers
over 51 years, where the number of accidents
reached 662, and finally those under the age of 18
years, where number of accidents reached 357.

Fig 12. Ages of the drivers

Weather conditions are an important reason that
may cause traffic accidents, depending on the
condition: rain, fog, dust, etc. In the weather
column, the number of accidents is shown by
different weather conditions. As “normal weather”
has the highest proportion with 3,882 accidents,
then the “rainy” state with 516 accidents, then
followed by “other weather” with 108 accidents,
then the “cloudy” case with 57 accidents, then
“winds” with 45 accidents, “snow” with 25
accidents, and finally “rain and wind” with 20
accidents.
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Fig 13. Weather conditions

The type of road the vehicle is traveling on is
also an important factor that may cause accidents.
There are several different circumstances such as
dry, wet, snowy, and more. “Dry roads” got the
highest rank with 3,482 accidents, then “wet roads”
with 1,152 accidents, then “snowy roads” with 23
accidents, and “floods” with only one accident.
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Fig 14. Road conditions

The lights on the road and on the vehicle are other
important traffic safety factors for drivers on the
road, and they reduce risk while driving. This chart
shows us the accidents that occurred in different
lighting conditions: the number of accidents in
“daylight” reached 3,347, and the number of
accidents in “darkness with lights lit” was 1,232,
followed by “darkness without lighting” with 72
accidents, and finally “darkness with unlit lights”
with 7 accidents.

o onsio)

Fig 15. Lighting on the road
D. Machine learning

To create machine learning, the cleaned data was
input, and a duplication filter was applied to

remove any duplicate data. This operator removes
duplicate examples from an ExampleSet by
comparing all examples with each other based on
the specified attributes. Two examples are
considered duplicate if the selected attributes have
the same values.

Recammented Qperaizes.

Fig 16. Cleaned data and a duplication filter

The search is a classification problem that we need
for our predictions. A decision tree was chosen, and
the decision tree algorithm was applied to the data

that had been cleaned. This Operator generates a
decision tree model, which can be used for
classification and regression.
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Fig 17. The decision tree algorithm
The huge decision tree could be used to support
decision making manually, but this will be
tedious, tiring and take a lot of time, so we will
keep applying the model in the next steps until the
decision support becomes automated after a short
time.
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Fig 18. Huge decision tree
To apply the model, the data was divided into two

parts. The first section contains 70% of the entries
used for training the model. The training data is the
initial dataset used to train the machine learning
algorithms. The second part contains 30% of the
entries used for testing the model. The test data is
unseen data to test your model and evaluate its
performance. The Split Data operator is used to
partition data into subsets according to the
specified relative sizes.

Fig 19. Applying the model

The weather column was chosen to predict
accidents according to the weather conditions.
There were several reasons behind choosing the
weather column as the basis for prediction,
including that the weather is one of the most
important factors causing accidents. Also, the
weather column is a comprehensive list of all
different weather conditions. As we see in Figure
20, two columns are colored in green: the first
column is the original data, and the second column
is the prediction data.

1- »- B Dsgn | Mshs  Tetomep  Awdodel  Deplymens
Resskt Hstory 4 Exampleset (Apply Nodel Regosnory

oenn | Trubars | | amnid

o
o | v prsemanenevsn | s o
w ol ws om o

Rameg

Aoaers

036 a0 oo (7 oo o0

() s oo

[ oo o0

(1) s [

LEAEE R s e At aad

| ST ERedgaeTeiyaayd

Fig 20. Original data and prediction data
In this step we need an operator to measure the
accuracy of the model's performance for the
training data, so we need a performance operator.
This operator is used for performance evaluation. It
delivers a list of performance criteria values.

i- (> Duign we Tubsrp | Amwed | Deseymes

st : seeamman o ®ion s [

Fig 21. Performance
The accuracy of the model that we obtained was
84.75%. This is the accuracy of the model based on
the training data, which totaled 70% of the entire
data. Therefore, this should represent the accuracy
of the model training.

- > [ T P ——

Fig 22. The accuracy of the model training
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To obtain true model accuracy based on test data, a
cross validation must be applied. The cross-
validation operator performs a cross validation to
estimate the statistical performance of a learning
model.

Cross-Validation is a statistical method of
evaluating and comparing learning algorithms by
dividing data into two segments: one used to learn
or train a model and the other used to validate the
model.
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Fig 23. Cross-Validation

The model's accuracy is 84.22% and the standard
deviation is +/- 1.08%. The lower the standard
deviation, the more stable the model. The model's
accuracy is not bad, but this needs to be proven. In
the weather column, there are 8 different elements:
“normal weather,” “Rain,” “snow,” “wind,” “rain
and wind,” “cloudy,” “fog,” and “others”. In
addition to that, there is a large amount of data. To
be clearer, the driver's gender column contains
“male” and “female” and the model's accuracy is

99.23% and the standard deviation is +/- 0.11%, but
the driver's gender column is weak and ineffective
for predicting accidents. Thus, we conclude that the
greater the number of different elements in the
target column, the lower the accuracy of the model
and vice versa.

- ] Deuge D
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Fig 24. The model's accuracy

IV. RESULTS AND DISCUSSION

The data analysis showed that there are multiple
factors in the causes of accidents. In Figure 25, the
results of all possible influential factors of
accidents are presented. The most influential
factors are ‘“changing lane to right,” “moving
backward,” “No distancing,” “No priority to
vehicle,” “changing lane to left,” and “driving
carelessly”. The order of the influential factors of
accidents is shown in Figure 26. The order shows
that “No distance between vehicles on the road” is
the most common factor that causes traffic
accidents on the road, with a rate of 861 accidents.
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Fig 25. The results of all factors of accidents

The order of the most influential
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Fig 26. The order of the most influential factors of accidents

There are other factors that can be influential
factors of accidents, which are drivers' gender and
drivers' age. In Figure 27, the drivers' gender
percentage shows that “male” had a high
percentage, which is equal to 99%.

DRIVERS' GENDER

B Male M Female

Fig 27. Percentage of drivers' gender

In addition, the drivers' age plays a major role.
Figure 28 presents the percentages of drivers' ages.
The age group that caused the most accidents was
“between 18-30” years, which is equal to 41%,
followed by “between 31-50” years.

DRIVERS' AGE

W under 18 W between 18-30

W between 31-50 m over 50

Fig 28. The percentages of drivers' ages

One of the unexpected results shown in Figure 29,
is that dry roads are the most common road type
that causes accidents. In addition, most accidents
happen in normal weather and daylight as
presented in Figure 30 and Figure 31. This gives us
an indication that accidents do not depend on
certain factors or special circumstances, as these
accidents abound in normal conditions and factors.

Road surface condition

mdry = wetordamp = snow

Fig 29. Percentages of road surface conditions
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Fig 30. Percentages of weather conditions
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Fig 31. Curve of light conditions

The model used a decision tree algorithm based on
the weather column, and weather is an important
factor in predicting vehicle accidents on the road.
This column contains 8 sub-factors which are the
different weather conditions. This model achieved
an accuracy rate of 84.22%, exceeding several
previous studies by a difference of up to 10 degrees
Additionally, this model is considered more stable
based on the standard deviation achieved of +/-
1.08%. The closer this number is to zero, the more
stable the model.

V. CONCLUSION AND FUTURE WORK

It would be interesting to create more than one
model using different machine learning algorithms
and then compare the results of each algorithm with
the other algorithms. It would also be worthwhile
to create a dashboard to track data for a specific
process, for example tracking the number of
incidents on a quarterly basis.
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