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Abstract. The aim of the research is to propose an analytical framework for the ethics of AI in Saudi Arabia, called the 

Pentagon SMLET (Sharīʿah, Morality, Law, Ethics, Technical aspect), to guide the development and deployment of AI, 

maximizing its benefits and minimizing its harms. Based on the distinction between unforeseen events, hazards, and 

risks, it is important to distinguish collective disaster from individual risk in the context of AI systems and advocates a 

holistic governance approach that prioritizes multi-stakeholder collaboration and proactive policies. In light of this 

framework, the research analyzes Saudi Arabia's progress and regulatory framework for AI systems to promote 

trustworthy AI. Furthermore, it compares Saudi Arabia's ethical principles for AI with UNESCO's recommendations, 

illustrating how the kingdom not only adopts these guidelines but also develops them by integrating its own cultural and 

strategic considerations, with the aim of becoming a global leader in responsible AI development and policies. In terms 

of recommendation, the analytical framework based on the Pentagon SMLET could be useful in the enrichment of 

analytical foundations of the Riyadh Charter on AI ethics launched by ICESCO and SDAIA, just as much as for the 

Charter of Ethics of Artificial Intelligence developed by the ALECSO, for developing AI systems in line with Islamic 

values and principles. 
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1. Introduction 

Our personal data are collected by AI without national and international legislation being able to 

claim to protect privacy in such a situation. AI has a serious impact on the right to privacy and the 

protection of personal data.  Protecting personal information is crucial for maintaining privacy and 

security (King & Meinhardt, 2024). How many times have we heard or read such statements that 

seem to be common sense? Yet, as important as they are, they are not based on a analytical 

framework to describe the impact of AI on the social structures of society beyond the rights of the 

individual (Brandtzaeg et al., 2025) and, consequently, to define clear priorities regarding the values 

that should govern the use of AI technologies (Stahl et al., 2023). Hence the importance of the legal 

aspects of AI beyond ethics strictly speaking (Carrillo, 2020), and the importance of the legal 

perspective to the development of an AI governance regime (Walz & Firth-Butterfield, 2019). 

     In view of this epistemological position underlying the mainstream literature on ethics of AI 

which favors the protection of individual rights and privacy (Burgess et al., 2018), it is necessary to 

work towards establishing a analytical framework allowing us to describe the impact of AI on the 

social structures of society beyond principles underpinning privacy and the protection of personal 

data (UN, 2022). This is all the more important given that there are several forms of AI ethics, 

which differ according to the operators, the type of tasks carried out, the main ethical effects 
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targeted, and the first cardinal virtues (Ménissier, 2023). This research aims to contribute to the 

development of such a analytical framework in light of Saudi Vision 2030 where AI ethics must be 

conceptualized within the framework of societal values shaped by family identity, which guide 

actions and relationships, and contribute to the well-being and development of each member, 

beyond purely economic considerations (Belabes, 2025a). 

     After defining the main technical terms with regard to the Saudi authority in charge of data and 

AI, we explore the relationship between ethics, individualism and risk, present the analytical model 

on which the study is based and which distinguishes between Sharia, morality, law, ethics and 

technical aspects of AI, address the Saudi AI ethics, institutional, legal, regulatory, and governance, 

analyze the UNESCO Recommendation on the Ethics of AI in light of the proposed analytical 

framework, and explore the challenges related to the implementation of the UNESCO 

Recommendation on the Ethics of AI in Saudi Arabia. The restate our main points and provide 

closure. 

2. Definition of the main technical words based on the reports of the Saudi Data and AI 

Authority 

Before getting to the heart of the matter, it is necessary to define the main technical terms relating to 

the world of data and AI and on which this research is based before addressing the key notions on 

which the analytical framework proposed in the research is based: 

2.1. Law  

"The Personal Data Protection Law" (SDAIA, 2023b: 2). 

2.2. Regulations  

"The Implementing Regulations of the Law" (SDAIA, 2023b: 2). This regulation primarily concerns 

the supervision of transfers of personal data outside Saudi Arabia. These transfers are subject to 

strict conditions to guarantee an adequate level of data protection, similar to that offered within the 

Kingdom. (SDAIA, 2024f: 3). 

2.3. Data 

"A collection of facts in a raw or unorganized form such as numbers, characters, images, video, 

voice recordings, or symbols" (SDAIA, 2023a: 7). In this regard, the assessment of data availability 

and readiness must be consistent with commitment to relevant regulations and policies (SDAIA, 

2024a: 7). 

2.4. Artificial Intelligence (AI) 

"Artificial intelligence or AI is a collection of technologies that can enable a machine 

or system to sense, comprehend, act, and learn" (SDAIA, 2023a: 6). 

2.5. AI Ethics 

"A set of values, principles, and techniques to guide moral conduct in developing and using AI 

technologies" (SDAIA, 2023a: 6). 
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2.6. Data Governance 

"Data governance is the process of managing the availability, usability, integrity, and security of 

data in organizations and systems, based on data standards and policies that also control data 

usage" (SDAIA, 2023a: 7).  The national data governance policy is based on the data classification 

policy, the national data protection policy, the data sharing policy, the freedom of information 

policy, the open data policy, the personal data protection policy for children and persons in similar 

conditions, the general rules for the transfer of personal data outside the geographical borders of 

Saudi Arabia (SDAIA, 2021: 27).   

2.7. Data Sovereignty Public Policy 

The public policy of data sovereignty is based on four principles: data as a national asset, data 

protection, data availability, and encouragement of local and foreign investment (SDAIA, 2024e: 3-

4). 

2.8. AI System 

"A set of predictive models and advanced algorithms that can be used to analyze data 

and predict the future or facilitate decision -making for projected future events" (SDAIA, 2023a: 

6). 

2.9. AI System Lifecycle 

"The cyclical process that AI projects are expected follow to be able to design, build, 

and produce a robust and safe system that delivers business value and insights through adhering to 

a standard and structured way of managing AI model delivery and implementation" (SDAIA, 

2023a: 6). 

2.10. National Strategy for Data and AI  

The National Strategy for Data and Artificial Intelligence is a comprehensive, long-term action plan 

that includes defining objectives, selecting appropriate means to achieve them, developing detailed 

implementation plans, and monitoring and evaluating performance. This requires unifying efforts of 

"the key stakeholders (government, private sector, academic institutions, specialist, general 

workforce, and the wider public) to contribute to its success" (NSDAI, 2020: 18). Based on this, 

SDAIA developed this strategy which was approved by the Supreme Council on 17 July 2020.  

    AI works according to what it was designed, developed, trained, fine-tuned via supervised 

learning, and used, and AI ethics is about establishing a set of principles and values throughout the 

lifecycle of an AI system. Since the basis of ethics is the individual before involving other 

individuals, organizations, and systems (Goodpaster & Nash, 1985: 509), it is worth exploring the 

link between ethics, individualism, and risk which has not attracted the attention of researchers on 

the risks of AI in view of the data consulted so far. 

3. Exploration of the relationships between ethics, individualism, and risk 

The minimal ethic that originates with John Stuart Mill reduces all questions governing conduct to 

the principle that everyone can live their life as they wish as long as they do no harm to others 

(Callahan, 2013). This proposition leads to defending a conception of freedom as the absence of 

external obstacles to the action of an individual (Berlin, 2002), to rejecting any doctrine that 
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recommends an entire art of living and not only principles of peaceful coexistence, and to sticking 

to three principles of renewed minimalist ethics: equal consideration of the voice of each as it 

expresses it, moral indifference of the relationship to oneself, and non-harm to others (Ogien, 2007). 

This leads to putting society's resources at the service of the autonomy of individuals. In this regard, 

“there’s no such thing as society” (Thatcher, 1987). In other words, “what is society but an 

individual?” (Dazai, 1973: 118). 

     It should be noted that Article 10 of The Basic Law of Governance of Saudi Arabia, enacted on 

2st March 1992, stipulates that “the State shall endeavor to strengthen family bonds and maintain 

Arab and Islamic family values, and shall strive for the welfare of all its members and for creating 

the conditions conducive to the development of their talents and abilities”. It refers to the family 

composed of members as the basis of society. Family is not just a group of individuals united by 

blood or legal ties, but an intertwining of shared relationships, emotions, and experiences.  

     In this regard, the family is considered the foundation of society. It plays a crucial role in 

transmitting values, customs, and traditions, ensuring the continuity of society across generations. 

The society is one of the three themes on which the Saudi Vision 2030 is built: “a vibrant society, a 

thriving economy and an ambitious nation”. 

     Such a perspective sheds light on the invisible connection between the notion of the individual 

and that of risk in the sense that the discourse on the risks associated with AI defines users—

without them realizing it—as individuals. In the context of navigating AI management in an 

increasingly uncertain economic world (Strategic Gears, 2025), this leads to a fundamental 

distinction between ghayr al-mutawaqa’ (unforeseen events), al-gharar (hazard), and al-khatar 

(risk) (Belabes, 2017), as summarized in Table 2.  

Table 2. Differences between unforeseen events, hazard, and risk 

 Unforeseen events Hazard Risk 

Description Future event that could 

impact the project and cannot 

be anticipated 

Future event that can be 

identified but whose impacts 

are unknown 

Future and uncertain event, 

with a probability of 

occurrence, which could 

impact the project 

Features Unidentifiable, unquantifiable Identifiable, non-quantifiable Identifiable, quantifiable 

Impacts  Positive or negative, cannot 

be clearly estimated 

Negative, cannot be clearly 

estimated 

Negative, can be estimated, 

qualified and quantified 

Source: Authors' own  

      A risk is traditionally predictable, quantifiable, and compensable. It fits into a logic that 

insurance companies can assess and cover (Knight, 1921). Insurance is based on the concept of risk, 

which must be assessed using mathematical and statistical techniques through the law of large 

numbers. Such a statistical law states that the random variable 𝑀𝑛 satisfies, for any strictly positive 

real number a:  

 lim
𝑛→∞

P(∣ 𝑀𝑛  − E(X) ∣⩾ a)  =  0  

This equation demonstrates that the empirical mean is a legitimate estimator of an unknown 

proportion and allows us to estimate a probability or proportion using numerical simulations. 
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     By contrast, a disaster is an event of such disproportionate magnitude that it is immeasurable, 

both in its immediate consequences and in its long-term impacts. It is a possible and identifiable 

future event, but one that cannot be quantified, described in risk management as a hazard. A disaster 

involves widespread destruction in time and space, requiring an approach far beyond private risk 

management mechanisms. 

     It is crucial to distinguish events that bring great damage, loss, or destruction, as well as their 

impacts on individuals, society, and the planet, because this distinction allows for the development 

of a structured approach that includes the analysis of the situation, the definition of clear objectives, 

the development of specific action plans, and the establishment of monitoring and evaluation 

mechanisms: 
 

• For individuals, the priority is to protect themselves against what directly threatens them. 

• For societies, it is important that they take care to avoid being drawn into closed systems that 

could cause their self-destruction. 

• For the planet, it is essential to develop solutions that address the root causes of the problem and 

strengthen the resilience of ecosystems. This involves a combination of climate change mitigation, 

disaster prevention, and effective preparedness and response. 

      This typology reveals the limitations of defining AI-related ethical risk "as any risk associated 

with AI that may cause stakeholders to fail in one or more of their ethical responsibilities to other 

stakeholders" (Douglas et al., 2025: 2189). While it has the advantage of distinguishing it from 

other forms of risk, such as social, reputational or legal risk, it focuses on the ability of an 

individual or organization to make decisions and act in accordance with ethical principles, in a 

given context. It refers to recognizing the ethical implications of one's actions, being accountable 

for one's actions and assuming the consequences. 

     It also reveals the importance of sharing values in relation to the possible menace, more or less 

predictable, inherent in a situation, an event, or a technology. Solidarity is needed at the family, 

social, and planetary levels to overcome risks, disasters, and vulnerabilities beyond the individual 

(Smuha, 2021). This analytical perspective requires a broader framework than ethics, which focuses 

on behaviors, often at the individual or organizational level. Such a framework encompasses 

broader aspects that refer to religious, moral, and legal values that influence human behavior and 

social relationships. 

4. The analytical framework of AI ethics in Saudi Arabia through the Pentagon SMLET 

Sharīʿah (S), moral (M), law (L), ethics (E), and technical (T) aspects refer to five distinct but often 

related areas of regulating human behavior in the use of AI systems, which require specific 

mathematics (Belabes, 2024), allowing to link meanings beyond those often associated with 

classical statistical and data analysis methods (Belabes, 2025d). While AI operates in complex 

business ecosystems (Belabes, 2025b), the abuses inherent in the development of AI systems should 

not be limited to ethical considerations, which have thus far been the focus of a discourse of 

legitimization centered on the individual (Martin, 2021). Hence the importance of the Pentagon 

SMLET, which is all the more useful when morality and law are often associated with Sharīʿah and 

when the words moral and ethics are often considered synonymous (SDAIA, 2024a: 3). Such 

confusion invites us to clearly define the five components of the pentagon as follows: 
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● Sharīʿah —literally 'the correct path'— refers to what Allah has legislated through His Prophet 

Muhammad —peace and blessings of Allah be upon him— (Ibn Hazm, 1983: 46). This definition 

includes belief, worship, morals, and transactions to regulate people’s relationship with their Lord 

and with each other. 

The Sharīʿah refers to aḥkām (injunctions), qawāʿid (maxims), and maqāṣid (purposes) to promote 

masāliḥ (benefits) and prevent mafāsid (harms), knowing that repelling harm takes precedence over 

procuring benefit (Al-Suyūtī, 1983: 87). The reference to Sharīʿah highlights the importance of 

both establishing regulations, standards, and rules, and creating frameworks, policies, and practices 

to effectively address the challenges arising from the development, deployment, and use of AI.  

● Moral refers to the customs, traditions and lifestyles specific to the society. 

● Law "is a set of rules that regulate social relations and which the state compels people to follow, 

even by force when necessary" (Al-Sanhuri, 1936: 4). 

● Ethics finds its source in the notion of pharmakon (Plato, 1868: 134-139), which is at the heart of 

modern reflections on the relationship between humans and technology (Derrida, 1972; Stiegler, 

2007). The Greek term pharmakon means both poison and remedy, highlighting the dual potential 

of any invention: beneficial if thought through with discernment, harmful when adopted 

thoughtlessly. This ambivalence is fully reflected in the field of AI, whose rapid progress raises 

ethical challenges.  

Compared to the previous definition proposed by SDAIA (2023a: 6), it is preferable to consider 

ethics as a set of values and principles to guide conduct in the development and use of AI systems 

beyond what is strictly moral and legal (Foster,  Miola, 2015) 

● AI technical aspect refers to the technical details of the various methods and technologies of AI 

and machine learning, which focuses on the development of computer algorithms that automatically 

improve themselves through experience and the use of data. 

      In this regard, Sharīʿah is the complete code of Muslim life. Morality is a set of rules of 

conduct, law is a formal system of rules established by an authority, and ethics is a reflection on 

these rules. The problem usually lies not in ethical principles but in their confrontation with today's 

complex world, and in their adoption separately, rather than considering the whole system in which 

they are embedded (Lauer, 2021). The study of some regulatory issues reveals difficulties in 

moving from principles to more concrete measures and problems in implementing the ethics of AI 

(Coeckelbergh, 2019). This calls for the implementation of proactive policies based on dialogue 

with stakeholders and adequate regulations that should not be rigid. 

     If principles alone cannot guarantee ethical AI (Mittelstadt, 2019), the ethics of AI reflects an 

ever-growing need to strengthen social control of technology (Héder, 2020). The term 'ethics of AI' 

tends to encompass all non-technical aspects of algorithmic systems: questions about their uses, 

their social consequences, or their legal regulations (Beaudouin, Velkovska, 2023: 12). Ethical 

guidelines are immediately confronted with the fact that the internal processes of AI systems remain 

hidden from users, which makes it difficult to understand how decisions are made. This poses 

challenges not only in terms of transparency of AI in its development, practical applicability, but 

also active engagement of diverse, independent and trustworthy stakeholders (Bélisle-Pipon et al., 

2023: 1507). 
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      Considering these five dimensions is all the more important given that digital giants control AI 

systems and, consequently, information of all kinds, that is, the ways of living and interacting in 

society and with the world. This has transformed the very fabric of society and the way it interacts 

with its environment and the outside world. Faced with such a situation, a general awareness is 

necessary because AI is here to stay and it has not yet reached its end. Ethical principles that guide 

human conduct can be implemented, but this does not mean that AI can always make correct 

decisions (Zeller, Atherton, 2025: 10). 

     Considering these five dimensions requires injunctions, maxims,  purposes, rules, values that 

motivate actions and relationships with others, but also factual data and confrontations between 

principles and individual, social, and global challenges. In this regard, it is not enough to rely on a 

single specialty, but it is necessary to combine the knowledge and points of view of different fields 

to address the issue in depth (Vesnic-Alujevic et al., 2020).  

     The interest of this Pentagon (Figure 1), which is fundamentally based on the Sharīʿah, 

reflecting the sacred as the foundation of human societies (Godelier, 2010: 123), is to incite a 

reflection on morality, law, and ethics that goes beyond purely quantitative and commercial 

considerations to be anchored in human reality, vital needs, and the search for the good for all.  

Figure 1. The analytical framework of AI ethics in Saudi Arabia through the Pentagon SMLET 

 

 

Source: Authors' own 

     This analytical framework could be useful for the Charter that prepares a comprehensive 

framework for the development of AI technologies in accordance with Islamic values and 

principles, under the leadership of the Islamic World Educational, Scientific and Cultural 

Organization (ICESCO), SDAIA, in cooperation with the Saudi National Commission for 

Education, Culture and Science (ICESCO, 2024). Such a framework is driven by Saudi Arabia's 

unique positioning in the Arab-Muslim world with over 15 million Hajj and Umrah visitors 

annually and approximately 420 million Arabic speakers worldwide (NSDAI, 2020: 12). 

        The Pentagon SMLET invite us to go beyond conceptions that equate morality, law and ethics 

as a simple matter of transaction or calculation (Weil, 1957: 23), and that hinder societal values 

such beneficence, nonmaleficence, autonomy, and justice (Pizzolato, 2019: 183; Hagendorf, 2019: 

114). This conception of compassion-based justice (Munn, 2023), which contrasts with that of law-

Sharīʿah (S): complete code  

and foundational correct path 

Moral (M): customs, traditions 

and lifestyles specific to the 

society 

Law (L): formal rules 

established by the State 

Technical (T): aspects that 

characterize AI systems 

Ethics (E): a set of values and 

principles to guide conduct 
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based justice (Bell, 2019), emphasizes duties and attention to others in all aspects of life as a bridge 

to the beyond (Al-Shatibi, 2009: 2: 63). As the social, environmental, and political impacts of AI 

increase, AI governance is evolving from values and principles to policies (Schiff et al., 2020: 158).  

       Furthermore, the Pentagon SMLET differs from the Charter of Ethics of Artificial Intelligence 

developed by the Arab League Educational, Cultural and Scientific Organization (ALECSO) and 

adopted on June 17, 2025, which stipulates that "when developing, distributing, or using an AI 

system, care should be taken to respect Arab cultural heritage and Islamic beliefs and values, and 

not to violate, distort, or offend them, including by violating the sacred values of Islam. This 

principle must also be respected throughout the life cycle of AI systems, including generative AI 

systems" (ALECSO, 2025: 18). Beyond respecting Arab cultural heritage and Islamic beliefs and 

values, the challenge is to design AI systems that embody a holistic approach centered on 

submission to God, and a life here below that aims for eternal salvation in the hereafter. 

     The fundamental characteristic of the legal regulation of AI is its relativity; it depends on the 

conditions of existence of a given society (Filipova, 2024). Its universality in principle does not 

manage to compensate for a particularity in fact, which requires constant evaluation and an agile 

approach (Rodrigues, 2020). The direct consequence of this particularity is that it has nothing to do 

with the good; it is a totally independent fact. It only depends on a power that it would be up to me 

to actualize; holding the right to perform an action does not oblige me to perform it. The possession 

of a right implies the possibility of making good or bad use of it. The law is therefore foreign to the 

good, which implies a transcendence, takes into account rights, duties, and responsibilities 

(Uhumuavbi, 2025), and consequently exceeds the limits of individual experience and of the 

material reality that refers to the tangible world.  

    This particularity of the law demonstrates the limitations of AI and data, which focus on 

fundamental ethical frameworks of AI, such as privacy, accountability, transparency/explainability, 

fairness, and security, and therefore only cover private sector actors (Kang, 2024). This trend, 

however laudable, fails to consider the impact of AI on fundamental values and democratic 

institutions. Indeed, automated drafting, microtargeting, and large-scale social listening techniques 

can have a harmful effect on the quality of public deliberation (Manheim, Kaplan, 2019). It is not 

enough to trust companies that use AI to respect ethical principles (Li & Wan, 2025), or to establish 

complementary legal rules (Hoffmann-Riem, 2020), in the absence of a global framework that 

defines rights, duties, and responsibilities for a global coordination and global governance of AI 

(Coeckelbergh, 2025), In this regard, it is necessary to think about the political normativity specific 

to AI (Murgia, 2025) beyond ethical normativity strictly speaking (Agbavon, 2024). So the question 

arises: Is UNESCO's global standard on AI ethics, adopted by all 193 of its member states in 23 

November 2021, sufficient? 

5. Saudi AI ethics, institutional, legal, regulatory, and governance  

Since the establishment of the National Information Center (NIC), Saudi Arabia has embraced the 

world of data, which refers to all structured and unstructured information and knowledge, available 

and accessible in various formats and sources. With the establishment of the National Data and AI 

Authority (SDAIA) to drive the ambitious national data and AI agenda and the establishment of the 

International Centre fir Artificial Research and Ethics (ICAIRE) (Figure 2), Saudi Arabia ranks first 

regionally and 14th globally in AI, and first globally in the Government AI Strategy, according to 

the Global AI Index 2024. 
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Figure 2. The Saudi AI institutional, legal and regulatory journey 

 

 

Source: Global AI Index 2024 

     This success reflects Saudi Arabia's successful efforts to position itself at the forefront of AI 

innovation at the technical, ethical, legal, regulatory, and governance levels. At the heart of this 

success is the National Strategy for Data and AI (NSDAI), launched by SDAIA, which sets out a 

transformative AI roadmap "for becoming one of the leading economies utilizing and exporting 

Data & AI after 2030" (NSDAI, 2020: 7).  

    This competitive positioning in data and AI is supported by a robust governance structure 

centered on the SDAIA and its three sub-entities: 

• National Information Center (NIC). 

• National Data Management Office (NDMO). 

• National Center for Artificial Intelligence (NCAI) (NSDAI, 2020: 14).  

     In collaboration with key government organizations such as the Ministry of Communications 

and Information Technology (MCIT), the Communications, Space and Technology Commission 

(CST), the Digital Government Authority (DGA), the National Cybersecurity Authority (NCA), and 

the Public Investment Fund (PIF), this ecosystem (Figure 3) has propelled Saudi Arabia to become 

a leading nation in AI innovation at the technical, ethical, legal, regulatory, and governance levels 

(NSDAI, 2020: 15). 
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Figure 3. Saudi National AI Governance 

 

Source: UNESCO (2024: 20) 

 

      The National Strategy for Data and AI (NSDAI, 2020), led by SDAIA, forms the foundation of 

Saudi Arabia's ambition to become a global leader in AI. This strategy is also complemented by 

specific guidelines developed by SDAIA, such as the AI Ethics Principles (SDAIA, 2021), the 

GenAI Guidelines (SDAIA, 2024c), and the Deepfake Guidelines (SDAIA, 2024d). These AI-

specific guidelines are complemented by a robust legal framework including the Personal Data 

Protection Act (SDAIA, 2023), the Freedom of Information Policy (SDAIA, 2020), and the Anti-

Cybercrime Law (BECM, 2007), positioning Saudi Arabia as a pioneer in responsible and secure AI 

adoption, including a set of regulations: Organizations’ Social Media Accounts (NCA, 2021a), 

Telework Cybersecurity Controls Accounts (NCA, 2021b), Critical Systems Cybersecurity Controls 

Accounts (NCA, 2019), Operational Technology Cybersecurity Controls (NCA, 2022a), Data 

Cybersecurity Controls (NCA, 2022b), Essential Cybersecurity Controls (NCA, 2024a), and Cloud 

Cybersecurity Controls (NCA, 2024b). 

     Regarding AI regulations, which aim to ensure that the development and use of AI products and 

productions respect fundamental rights and Saudi values, SDAIA was tasked with regulating the 

data and AI sectors by establishing policies, standards, and rules; processing the relevant regulatory 

provisions; disseminating them to relevant government and non-government entities; and ensuring 

their compliance. In this regard, it also has the role of raising awareness of policies, provisions of 

relevant systems, regulations, and decisions concerning data and AI.  

     In terms of ethics of AI, Saudi Arabia concluded an agreement with UNESCO and the Riyadh-

based International Center for Research and Ethics in Artificial Intelligence (ICAIRE), in 11 

September 2024. According to this agreement, ICAIRE conducts research and training activities in 

AI ethics. This confirms Saudi Arabia's role in promoting international and regional cooperation in 

AI policy, ethics, and research (SPA, 2024), as illustrated by ICAIRE's four strategic pillars (Figure 

4). 
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Figure 4. ICAIRE's strategic pillars 

 

Source: ICAIRE website 

    Saudi policies, standards, and rules on AI aim to regulate the development, placing on the 

market, and use of AI systems. The regulations establish harmonized measures to ensure that AI 

systems respect fundamental rights, Saudi values, and security requirements. They are based on a 

risk-based approach, categorizing AI systems according to their potential impact, from minimal to 

unacceptable risk. In addition to protecting citizens and limiting harmful uses, the regulations 

encourage innovation, particularly for startups and small and medium-sized enterprises, and aim to 

strengthen trust in rapidly expanding AI technologies and raise Saudi digital competitiveness 

(Figure 5). 

Figure 5. The Saudi Digital Competitiveness 

 

  

The fundamental pillars that guide ICAIRE's mission in AI 
research & ethics

AI Research & 
Development Support

AI Ethics awareness & 
Outreach

Promote and support 
AI Capability Building

AI Policy 
Recommendations 

Development
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Source: The European Center for Digital Competitiveness. Digital Riser Report 2021, p. 15. 
 

    The objective of policies, standards, and rules is to foster trustworthy AI and ensure respect for 

the values, security, and fundamental rights of users, and to strengthen adoption, investment, and 

innovation in AI in Saudi Arabia. As Figure 6 illustrates, there are no AI systems that do not pose 

risks. In this regard, it is appropriate to distinguish four levels of risk: 

● Unacceptable risk AI systems, which are prohibited. 

● High-risk AI systems, subject to strict compliance requirements. 

● Limited-risk systems, governed by transparency obligations. 

● Minimal or no-risk systems, for which no specific obligations are imposed. 
 

Figure 6. The four levels of risk for AI systems 

 

Source: SDAIA (2023: 15) 

      The principles of AI ethics developed by SDAIA (2023: 12-27) encompass fairness, privacy and 

security, humanity, social and environmental benefit, reliability and safety, transparency and 

explainability, accountability and responsibility (Figure 7). These principles aim to ensure that AI is 

developed and used in ways that respect human values, promote social well-being, and avoid harm.  

Figure 7. AI Ethics Principles 

Unacceptable Risk

High Risk

Limited Risk

Little or No Risk
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Source: SDAIA (2023: 12-27) 

 

     To achieve trustworthy AI, fundamental ethical principles must be applied and evaluated 

throughout the AI system's lifecycle. These requirements are interconnected, equally important, and 

mutually supportive. They are not exhaustive but represent systemic, individual, and societal 

aspects, as shown in Table 1, which compares Saudi Arabia's ethical principles with those of 

UNESCO (2022: 20-23), the OECD, and the European Union (Belabes, 2025b).  

      The human-centered approach to AI aims to place human values at the heart of the 

development, deployment, use, and monitoring of AI systems, ensuring respect for human dignity, 

which recognizes that every human being has intrinsic and inherent worth, regardless of their 

characteristics or status. This leads to the need to take into account the natural environment and 

other living ecosystems of which humans are an integral part, interacting with them and being 

affected by them, as well as a sustainable approach allowing the flourishing of future generations. 

Table 1. AI Ethical principles of UNESCO, OECD, and European Union 
 

UNESCO OECD EU 
● Proportionality & do no harm 

● Safety & Security 

● Right to Privacy & data protection 

● Multi-stakeholder, Adaptive 

Governance & collaboration 

● Responsibility & accountability 

● Transparency & explainability 

● Human oversight & determination 

● Sustainability 

● Awareness & literacy 

● Fairness & non-discrimination 

● Inclusive growth, sustainable 

development & well-being 

● Human rights & democratic 

values, including fairness & 

privacy 

● Transparency & 

explainability 

● Robustness, security & safety 

● Accountability 

● Human agency & 

oversight 

● Robustness & safety 

● Privacy & data 

governance 

● Transparency 

● Diversity, non-

discrimination & fairness 

● Societal & environmental 

well-being 

● Accountability 

Source: Authors' own 
 

Fairness

Privacy & Security

Humanity

Social & Environnemental Benefit

Reliability & Safety 

Transparency & Explainability

Accountability & Responsibility
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     Through a proactive approach, SDAIA (2023: 29) ensures the review and updating of principles 

relating to AI ethics and monitors compliance with them. The authority also develops national 

guides, standards, and guidelines that ensure the effective management and dissemination of AI 

ethics and enable the achievement of the desired objectives. To this end, it has implemented five 

tasks as illustrated in Figure 8. 

Figure 8. The five tasks to achieve the objectives of AI ethics 

 

Source: SDAIA (2023: 29) 
 

     When implementing ethical requirements for AI systems, conflicts may arise between different 

principles, making certain trade-offs unavoidable. These decisions must be made in a reasoned and 

transparent manner, based on available technical knowledge, and by assessing the risks to 

fundamental human rights. If no ethically acceptable trade-off is possible, the system must not be 

used as is. Decisions must be documented and reassessed based on new data or changing 

circumstances, and those responsible must bear the consequences of their actions and possibly be 

subject to sanctions or remediation measures. In the event of unfair negative impact, accessible 

recourse mechanisms must be provided, with particular attention to vulnerable people. 

     Although part of a global context aimed at boosting digital competitiveness, Saudi Arabia seeks 

to remain true to its cultural preferences and its higher level of protection against the social risks 

posed by AI, including those affecting privacy, data protection, and discrimination. In this regard, 

Saudi's guidelines promote an AI system that is reliable, legal (compliant with all applicable laws 

and regulations), ethical (ensuring compliance with fundamental ethical principles), and robust in 

order to mitigate the negative impacts of AI systems (economic, psychological, social, etc.) and to 

address potential threats (security, political, etc.) (SDAIA, 2022: 3). This reveals the importance of 

the proposed analytical framework of AI ethics, which is not limited to purely individual 

considerations, including threats to national and International security (UN, AI Advisory Body, 

2024: 30), threats to the rule of law, and threats to humanity resulting from the loss of human 

control to malicious AI (Bengio et al., 2024). 

6. Analysis of the UNESCO Recommendation on AI ethics in light of the analytical 

framework  

Aware of the “the profound and dynamic positive and negative impacts of artificial intelligence (AI) 

on societies, environment, ecosystems and human lives, including the human mind, in part because 

AI EThics 
Development

AI Ethics 
Adoption Plan 
Development

AI Ethics 
Advisory

AI Ethics 
Compliance 

Measurement

AI Ethics 
Compliance 
Monitoring
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of the new ways in which its use influences human thinking, interaction and decision-making and 

affects education, human, social and natural sciences, culture, and communication and 

information” (UNESCO, 2022: 5), and other equally important considerations, UNESCO adopted 

the Recommendation on the Ethics of AI on 23 November 2021. 

     Member States are called upon to “apply on a voluntary basis the provisions of this 

Recommendation by taking appropriate steps, including whatever legislative or other measures may 

be required, in conformity with the constitutional practice and governing structures of each State, 

to give effect within their jurisdictions to the principles and norms of the Recommendation in 

conformity with international law, including international human rights law” (UNESCO, 2022: 7). 

This is what Saudi Arabia did, like the rest of the UNESCO member states that participated in the 

development of AI ethics recommendations. 

     Member States are also recommended to “engage all stakeholders, including business 

enterprises, to ensure that they play their respective roles in the implementation of this 

Recommendation; and bring the Recommendation to the attention of the authorities, bodies, 

research and academic organizations, institutions and organizations in public, private and civil 

society sectors involved in AI technologies, so that the development and use of AI technologies are 

guided by both sound scientific research as well as ethical analysis and evaluation” (UNESCO, 

2022: 7). 

     It should first be noted that, given its status as a UN institution, UNESCO does not, through its 

Recommendation, aim at a regulatory ambition comparable to that of other national and 

international initiatives on the ethics of AI, in particular the regulation of the European Parliament 

and Council (2024). As a normative instrument intended for member States, the UNESCO 

Recommendation attempts to define specific guidelines, leaving the scope for member States to 

establish legal and regulatory frameworks that they consider necessary, depending on institutional 

specificities. 

     In addition, the UNESCO Recommendation serves as a basis for ethical impact assessments 

throughout the lifecycle of AI systems. Ethical impact assessment is a process aimed at examining 

the moral implications of decisions and actions. It helps identify and mitigate ethical risks, ensuring 

that practices respect fundamental rights and values, which include respect for human dignity, 

individual freedom, equality, non-discrimination and solidarity, respect for human autonomy, 

prevention of harm or otherwise causing harm to human beings, fairness, and explainability by 

transparently communicating the objectives of AI systems. 

     The lifecycle perspective is welcome. The AI development lifecycle is a structured framework 

for creating, deploying, and maintaining AI solutions. It includes steps such as problem 

identification, data preparation, model development, deployment, and ongoing maintenance. The 

ramifications of the AI lifecycle are as complex as the algorithms developed by specialists in the 

field. In this regard, the ethical impact of AI algorithms must be assessed at each stage, from data 

creation to model deployment, to develop a comprehensive approach that addresses and considers 

all challenges from AI design to production (De Silva, Alahakoon, 2022). 

     The purpose of the UNESCO Recommendation is to first present the ethical values affected by 

AI and to specify their link with AI in the proposed principles. These principles are then 

implemented in areas of political action which concern in particular the impact studies of AI 
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systems, the establishment of governance mechanisms which allow for effective management and 

monitoring of AI systems, while guaranteeing their compliance and controlling the associated risks, 

the protection of the environment and ecosystems aimed at preserving nature and limiting the 

negative impacts of AI systems on natural environments and biodiversity, culture, education and 

science. AI is used to select topics, generate hypotheses, design experiments, collect, process, and 

interpret data, assist in writing and editing research papers (Erduran, 2023).  

     It is worth noting that the UNESCO Recommendation opposes the narrative that AI systems 

stimulate economic growth, create new industries, motivate innovation, generate employment 

opportunities, develop new economic activity niches for young people, support the preservation of 

cultural heritage, contribute to solving complex and urgent challenges in the areas of finance, 

health, agriculture, education, and public service delivery, and can be a powerful ally for the 

alternative economic models, helping its actors achieve their social and environmental objectives 

more effectively (April, 2023; Ishak, Mohamed, 2023). 

     Furthermore, it should be noted that the use of AI systems impoverishes the human mind by 

achieving the hegemony of a quantitative and cephalocentric approach to intelligence, which 

emphasizes the brain as the primary seat of intellectual activity (Favier-Baron, 2023), influencing 

the way individuals think, interact, and make decisions. In this regard, since AI systems do not 

doubt, do not question, and do not enter into constructive disagreement, which can open up varied 

perspectives, they reduce the capacity of humans to question, to think, and ultimately to create in 

the noble sense of the term. 

7. Challenges related to implementation of the UNESCO Recommendation on the Ethics of AI 

in Saudi Arabia 

In Saudi Arabia, the implementation of the UNESCO Recommendation on the Ethics of AI has 

received significant attention since its official publication. Saudi Arabia aims to lead the 

development of global AI ethics, policy, and research (SPA, 2025). It therefore appears that while 

Saudi Arabia is taking the UNESCO Recommendations as a starting point, it does not intend to stop 

there. Implementing a recommendation involves translating the suggested actions into concrete 

measures, assigning responsibilities, and establishing a timeline. It involves transforming an 

advisory document into effective and proactive actions. These are actions that are not only effective 

in achieving a goal but also taken anticipatorily—that is, in anticipation of future needs or potential 

problems, rather than in reaction to existing situations. Currently, the conditions for implementing 

the UNESCO Recommendation on AI Ethics in Saudi Arabia encompass four major areas as 

illustrated in Figure 9. 
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Figure 9. Major Areas of AI Ethics in Saudi Arabia 

 

Source: Authors' own in light of the data compiled so far 

 

7.1. Ethical Impact Assessment 

The UNESCO (2022: 26) Recommendation calls on Member States to implement an ethical impact 

assessment, which is a structured process to identify and assess the impacts that an AI system may 

have. In this regard, Saudi Arabia has begun to reflect in terms of potential impact, to identify and 

assess the benefits and risks of AI systems, and to propose appropriate measures for the prevention, 

mitigation, and monitoring of threats to avoid their harmful consequences, including security, and 

safety threats that are increasingly frequent, diverse and complex (SDAIA, 2022: 3). 

     The competent Saudi authority relies on a graduated typology of risks of AI systems that allows 

the degree of supervision to be adjusted according to the potential danger of a given system 

(SDAIA, 2023: 15). While the Saudi state is involved in the development of ethical standards for 

AI, which would then serve as a reference for impact assessment tools, the field remains open to 

private, academic, and civil society actors to actively enrich the ethical impact assessment, by 

developing mechanisms to identify and prevent any negative consequences related to the impact of 

AI systems and to address them responsibly (NSDAI, 2020: 26). 

    To strengthen ethical impact assessments of AI in Saudi Arabia, it would be beneficial to review 

existing ethical documents from the OECD, the Council of Europe, and the EU, recognizing that 

there are significant differences in how ethical principles for AI are interpreted, why they are 

deemed important to the issue, field, or actors they are intended for, and how they should be 

implemented according to the weight of each. The spirit of the UNESCO Recommendation is that 

AI ethics refers to principles that lead to the construction of trustworthy systems. This leads to local 

choices based on each country's historical trajectory. As a next step, it would be beneficial to 

examine Saudi Arabia's added values in AI ethics through a comparative analysis. 

7.2. Ethical Governance and Stewardship 

Self-assessments by public authorities regarding their use of AI (UNESCO, 2022: 27), are taken 

into account within the Sudanese public authorities (SDAIA, 2023: 8). This need is retracted as 

soon as the opportunity arises (SDAIA, 2024b: 4), knowing that the development of AI on a solid 

Ethical Impact Assessment 

Ethical Governance & Stewardship

Data & AI Policy 

Development & International Cooperation
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basis that benefits everyone requires clear and applicable rules (Corrêa et al, 2023: 12). While some 

reservations remain about taking UNESCO's recommendation into account, one thing is certain: the 

emphasis is now on the law, as well as on the practical operationalization of standards (Daly et al, 

2022: 201). 

     Regarding AI governance (UNESCO, 2022: 27), the relevant Saudi authority recommend 

"evaluating the current adherence to regulations and policies and the maturity of internal processes 

that govern the use of AI technologies and applications' (SDAIA, 2024b: 7). This involves the 

integration of the multi-level review systems envisaged in the UNESCO Recommendation, 

including ethical standards and procedural consultations and reviews. 

     The current approach to AI process management in Saudi Arabia is clearly open to ensure 

greater diversity and stakeholder participation in the design and development of AI systems through 

inclusive approaches to AI governance. This involves establishing systems and practices to ensure 

that AI projects are carried out efficiently, respecting objectives, budgets, deadlines, quality 

standards, and ethical principles (SDAIA, 2024b: 3). 

7.3. Data and AI Policy 

The National Strategy on Data and AI was approved by the Supreme Council on 17 July 2020. 

SDAIA is working in collaboration with other entities to implement the strategy so that Saudi 

Arabia can build the foundations for a competitive advantage in key niches domains and compete 

internationally as a leading economy using and exporting data and AI based on creating long term 

value through innovation that boosts competitiveness, sustainability, and positive impact (NSDAI, 

2020: 19).  

     In this regard, SDAIA is mandated to develop policies, governance mechanisms, standards and 

controls related to data and artificial intelligence and to monitor their compliance upon publication, 

analyze global practices and standards to develop the AI ethics framework (SDAIA, 2023: 4), in 

accordance with the UNESCO (2022) Recommendation. In this regard, AI policies, guidelines, 

regulations and ethical frameworks should always be respected. 

     The challenge is to coordinate international data protection regulations with national data and AI 

strategies (NSDAI, 2020: 5). This is particularly the case with point 74 of the UNESCO 

Recommendation, which recommends strengthening existing data protection regulations to protect 

personal data, including particularly sensitive data, which "if disclosed, may cause exceptional 

damage, injury or hardship to individuals (UNESCO, 2022: 29). In addition, economic, scientific 

and civil society circles should exchange and collaborate more intensively to optimize the impact of 

efforts. In this regard, organizations in the AI sector should, in accordance with point 77 of the 

UNESCO Recommendation, be encouraged to share the data they collect in order to strengthen 

competitive research and innovation capacities (UNESCO, 2022: 30). 
 

7.4. Development and International Cooperation 

The fourth area of action of the UNESCO Recommendation concerns development and 

international cooperation. Provision 78 addresses UNESCO Member States and transnational 

corporations and calls on them "to prioritize  AI  ethics  by  including  discussions  of  AI-related   

ethical   issues   into   relevant   international,   intergovernmental and multi-stakeholder fora" 

(UNESCO, 2022: 30). 
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     The National Data and AI Strategy states that Saudi Arabia aims to become "the global hub 

where the best of Data & AI is made reality". The Kingdom also aims "to be at the center of a large 

local and international network of partners" (NSDAI, 2020: 7). This ambition has been embodied 

in the establishment of the International Center for Research and Ethics in AI (ICAIRE) in Riyadh, 

which will serve, in close collaboration with UNESCO, as a "the lighthouse for ethical AI, 

empowering nations to advance ethical AI for the good of humanity". 

      Through this, Saudi Arabia supports the creation of framework conditions for AI ethics in Arab 

and Muslim countries through the Riyadh "Charter on AI Ethics a Moral Compass Anchored in 

Islamic World Values" (ICESCO, 2025). This cooperation is in line with UNESCO 

Recommendation 79, which calls on member States to ensure that the use of AI in key sectors of 

development cooperation is consistent with the values and principles set out in this 

recommendation, particularly in the fields of culture, education, science, health, information, 

communication, agriculture and food supply, environment, natural resource management and 

infrastructure, economic planning and growth (UNESCO, 2022: 30). 
 

8. Conclusion 

Since 2020, Saudi Arabia has been actively contributing to the development of AI ethics through an 

open and inclusive process that translates ethical principles into concrete policymaking tasks. In this 

regard, it is building on the UNESCO recommendation, which includes ethical standards for AI 

systems centered on human rights, accepted by all Member States. 

Reading Saudi publications related to data and AI, it is clear that the Kingdom considers AI ethics 

as a societal mission that calls for a formal commitment to contribute positively to society and the 

environment, beyond purely economic considerations of AI systems that could stimulate economic 

growth, contribute to the creation of new jobs, strengthen digital competitiveness and support the 

attractiveness of foreign direct investments. 

    For the implementation of this societal mission and its successful achievement, all stakeholders 

are made aware of the potential and risks of AI, this includes the government, public institutions, AI 

companies and start-ups, banking and financial markets industry, law firms, judicial courts, 

charities, awqaf, foundations, trusts, academic institutions, research centers, specialized institutes, 

experts in the field, general workforce and general public. 

    At the political level, the national data and AI strategy considers AI ethics as a set of directly 

applicable standards. It thus formulates concrete tasks for national action regarding the development 

and use of AI in various policy areas, including education and science, communication, mobility, 

health, energy, and environment. The focus is not on abstract requirements, but on tangible 

improvements in the quality of the ethics of AI systems. 

    In this regard, our contribution in this research is to draw attention to the fact that the 

conceptualization of AI ethics must take into account the historical trajectories of countries, their 

religious beliefs; and be rooted in socio-cultural contexts and articulate with particular moralities, 

otherwise the universalist claim of AI ethics risks becoming the imposition of a dominant thought. 

While ethical effort is to be encouraged to ensure that AI systems are developed and used in a way 
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that is beneficial to society, it must not replace the legislative framework and moral values in social 

regulation 

    The interest of the proposed analytical framework based on the Pentagon SMLET is to start from 

the fact that AI systems are able to impose behavioral models, which underlie particular 

worldviews, and ultimately influence decision-making at both the individual and collective levels, 

based on the fact that the family is the basic unit of society, which plays a crucial role in the 

formation of the individual and social cohesion. Hence the need to develop an ethics of AI that goes 

beyond the erection of the individual as the supreme and central value of human life. Highlighting 

this epistemological presupposition invites the integration of religious, moral, legal, and societal 

values broader than individual privacy and protection of personal data.  

      Based on the distinction between unforeseen events, hazards, and risks, the proposed analytical 

framework distinguishes collective disaster from individual risk in the context of AI systems and 

advocates a holistic governance approach that prioritizes multi-stakeholder collaboration and 

proactive policies. In light of this framework, the research analyzes Saudi Arabia's institutional and 

regulatory framework for AI systems to promote trustworthy AI.  

     Furthermore, the article compares Saudi Arabia's ethical principles for AI with UNESCO's 

recommendations, illustrating how the Kingdom not only adopts these guidelines but also develops 

them by integrating its own cultural and strategic considerations, with the aim of becoming a global 

leader in responsible AI, considering both Sharīʿah, moral, legal, and ethical aspects that must 

accompany AI systems designed to analyze data, identify patterns, and use this knowledge to make 

more accurate and informed decisions to ensure the improvement of the quality of life at the 

individual, family, and societal levels. 

     In terms of recommendation, the analytical framework based on the Pentagon SMLET could be 

useful in the enrichment of analytical foundations of the Riyadh Charter on AI ethics (ICESCO, 

2024) and the Charter of Ethics of Artificial Intelligence developed by the Arab League 

Educational, Cultural and Scientific Organization (ALECSO, 2025) for developing AI systems in 

line with Islamic values and principles.  
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تحليلي لأخلاقيات الذكاء الاصطناعي في المملكة العربية السعودية، وُسِمَ بِـ: "الخماس ي الشريعة، الأخلاق،  إطار. يهدف البحث إلى توفير  ملخص

بين الأحداث غير القانون، الأخلاقيات، الجانب التقني"، لتوجيه تطوير الذكاء الاصطناعي ونشره، وتعظيم فوائده وتقليل أضراره. واستنادًا إلى التمييز 

خاطر، م  المهم بماان الترري  بين الاوارث الجماعية والمخاطر الرردية الناجمة ع  انتشار استددام أنظمة الذكاء الاصطناعي. ويدعو المتوقعة والم

ت  المشكلا  البحث إلى اتباع نهج حوكمة شامل يُعطي الأولوية للتعاون بين الجهات ذات المصلحة المتعددة والسياسات الاستباقية التي تعمل على توقع

 م  الاكتراء بردود الرعل. وفي ضوء هذا 
ً
 ، يُ الإطارواتداذ إجراءات لمنع حدوثها أو تدريف تأثيرها قبل وقوعه بدلا

 
ل البحث التقدم الذي أحرزته حل

دئ الخلقية للذكاء المملكة العربية السعودية والإطار التنظيمي لأنظمة الذكاء الاصطناعي لتعزيز موثوقية هذه الأنظمة. كما يقارن البحث المبا

 
ُ
طورها الاصطناعي في المملكة العربية السعودية بتوصيات اليونساو، موضحًا كيف لا تكتري المملكة باعتماد هذه المبادئ التوجيهية فحسب، بل ت

طناعي المسؤول. م  حيث أيضًا م  خلال دمج خصائصها الثقافية واعتباراتها الاستراتيجية، لتصبح رائدة عالمية في تطوير وسياسة الذكاء الاص

منظمة العالم  التوصيات، يُمك  أن ياون النموذج التحليلي مريدًا في إثراء الأسس التحليلية لميثاق الرياض لأخلاقيات الذكاء الاصطناعي الذي أطلقته

ميثاق أخلاقيات الذكاء الاصطناعي الذي وضعته الإسلامي للتربية والعلم والثقافة بالتعاون مع الهيئة السعودية للبيانات والذكاء الاصطناعي، وكذلك 

 .تتماش ى مع القيم والمبادئ الإسلامية المنظمة العربية للتربية والثقافة والعلوم ، بهدف تطوير أنظمة للذكاء الاصطناعي

 : الذكاء الاصطناعي، الأخلاقيات، القانون، التنظيم، الحوكمةالكلمات المفتاحية
 


